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Linear independence : A set of rectorCENS
#

,
123
,
13), ..., (2) are said to be

independent iff . Thelinearly
only solution to live equation
: (i) = 10) ad

-S
is a, = 92=· an = 0-

The main consequence of this is that11
-

we cannot construct any vector in
this

set by an addition of the vecters
inthe set.

If there is a non-trivial solution ,
say for as & 94 , then we can
write

137 =@14)



Then 13) is said to linearly dependent
on 147.

Eg. 2 Cartesian rectors in a place
are linearly independent as
long as they are not parallel.
A 3"vector

,
when defined, would

·

be linearly dependentnecessarily
-

on these two

for anyvector space one can- -

determine the maximum number of
linearly independent (1 ·I.) vectors
that can be defined.

Theorem 1 : The largest number of
-
- L·I- vectors possible in a vector

space N is called
the dimension of

The space.



So , if there are at most N 1 . 1.

vectors that can be defined in V , then
we denote the space as WN.

(r.S.)
es. R2 Vector space,formed by

pairs of real numbers.

This is the sameas
the 2-D

Cartesian space we just spek
of (why?)

Given such a set of 1 .1 vector [I]i
= i n

in N
,
this means that anyother vector

IV EX is linearly dependentor them.
That is,

#ti)-
where VEK for a complex V.S.

orER for a real U.S.&
&ViSi= 1

,
w
are called the "componentsof
IV) in learns of EIUTSiN



⑥ is also termed as a resolution

ofHee rector 1V7 or as a
-

representation of IV7 in leams of
the [IUI)·

NB . 1) The largest L .I· set of vecis
is not unique

2) For a given choice of (L-I)
the components of a vector1V]S
quil
,
are , however, unique.

There are definitions important to
mention -

N
Span : A set of vectors in VI
= & (wi) , i = 1 , 23 such that

-
-

any recer in VN can be represented
in hims of them is called a "Span"
& V and is said to span the

Space. Note , there's no necessity
-that they be L .

I·



Basis Set : A set of linearly- ↑

independent vectees [InDi= 1,w]
whichSpan WW is said to
be a basis set of the vector
space.

C . Do we expect ↳ to be larges
or smaller than N ?

C .
Is a basis set for a space unique?

-

This seems like a reful idea. But,
how do we determine [v] ?

In Cartesianepace , if
-

= n
,
+ ru, -

-

When
,
we can use dotproducts to write

down
- P. To -



③[.) = v(nm)) +v(π)
(ii) = v, (i) + V In th

where (ni.) = &ViaVs@
= (a,y,z)

If we know i , i, & Mr , then
we can determine v,&V by -
solving the simultaneous equatio

&

implied in8
But this was enabled by the
notion of a det-product . Can we

define asimilar quality in our
abstiact vedor space?

Turns out we can . This gives in the
notion Inner Product spaces.&
-


